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Abstract: Multiple linear regression (MLR) models for predicting chronic aluminum toxicity to a cladoceran (Ceriodaphnia dubia) and a fish (Pimephales promelas) as a function of 3 toxicity-modifying factors (TMFs)—dissolved organic carbon (DOC), pH, and hardness—have been published previously. However, the range over which data for these TMFs were available was somewhat limited. To address this limitation, additional chronic toxicity tests with these species were subsequently conducted to expand the DOC range up to 12 mg/L, the pH range up to 8.7, and the hardness range up to 428 mg/L. The additional toxicity data were used to update the chronic MLR models. The adjusted $R^2$ for the C. dubia 20% effect concentration (EC20) model increased from 0.71 to 0.92 with the additional toxicity data, and the predicted $R^2$ increased from 0.57 to 0.89. For P. promelas, the adjusted $R^2$ increased from 0.87 to 0.92 and the predicted $R^2$ increased from 0.72 to 0.87. The high predicted $R^2$ relative to the adjusted $R^2$ indicates that the models for both species are not overly parameterized. When data for C. dubia and P. promelas were pooled, the adjusted $R^2$ values were comparable to the species-specific models (0.90 and 0.88 for C. dubia and P. promelas, respectively). This indicates that chronic aluminum EC20s for C. dubia and P. promelas respond similarly to variation in DOC, pH, and hardness. Overall, the pooled model predicted EC20s that were within a factor of 2 of observed in 100% of the C. dubia tests and 94% of the P. promelas tests.
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INTRODUCTION

The bioavailability of aluminum (Al) to aquatic organisms is strongly influenced by dissolved organic carbon (DOC), pH, and hardness (Gensemer and Playle 1999; Cardwell et al. 2018; Gensemer et al. 2018; Santore et al. 2018). Multiple linear regression (MLR) models were previously developed that predicted the toxicity of total Al to an alga, Raphidocelis subcapitata (formerly Pseudokirchneriella subcapitata), a cladoceran (Ceriodaphnia dubia), and the fathead minnow (Pimephales promelas) as a function of DOC, pH, and hardness (DeForest et al. 2018). The US Environmental Protection Agency (USEPA) used the MLR models for C. dubia and P. promelas to develop updated draft ambient water quality criteria for Al (US Environmental Protection Agency 2017).

Technical comments on the USEPA’s draft Al criteria highlighted the need to expand toxicity testing over a broader range of DOC, pH, and hardness conditions, to increase the applicability of the models and the criteria (US Environmental Protection Agency 2020). Consequently, additional toxicity tests conducted in the present study have expanded the DOC range up to 12.3 mg/L, the pH range up to 8.7, and the hardness range up to 428 mg/L. These toxicity tests also provided additional information on how water chemistry parameters may interact to influence Al toxicity.

The new Al toxicity data for C. dubia and P. promelas and the updated MLR models were previously provided to the
USEPA and used to develop its final ambient water quality criteria for Al (US Environmental Protection Agency 2018). The present study provides the new chronic Al toxicity data for C. dubia and P. promelas and updated MLR models for these species. In addition, updated Al water guidelines following USEPA and European Union approaches are provided. The MLR model recommended for criteria development in the present study (a pooled species model) differs from the MLR models selected by the USEPA in developing its final ambient water quality criteria for Al (individual species models). A comparison of how model selection influences ambient water quality criteria calculations is provided.

MATERIALS AND METHODS

Al toxicity tests

Chronic Al toxicity tests with C. dubia (7-d reproduction) and P. promelas (7-d survival and growth) were conducted at the Oregon State University Aquatic Toxicology Laboratory (Corvallis, Oregon, USA) following standard test methods (US Environmental Protection Agency 2002). Nine new toxicity tests were conducted for each species. Toxicity tests were conducted in reconstituted laboratory water using reagent-grade salts (CaSO4 · 2H2O, MgSO4, KCl, NaHCO3) that were added to deionized water to achieve the desired hardness concentrations and ion compositions.

The DOC was added as Suwannee River Natural Organic Matter (NOM; catalogue #2R101N; obtained from the International Humic Substances Society) to achieve nominal DOC concentrations in each test water based on a composition of 48% carbon in the NOM.

The target pH was achieved by adding dilute NaOH or HCl to the test solution, along with a buffer to control the pH. The buffers (5 mM concentration for each) were 2-(n-morpholino) ethanesulfonic acid, monohydrate (MES) for the pH 6.3 tests, 3-(4-morpholino) propane sulfonic acid (MOPS) for the pH 7 series of tests, and N-2-hydroxyethylpiperazine-N’-2-ethanesulfonic acid (HEPES; OmniPur) for the pH 8 series of tests. Although buffers were the primary method of pH control, an additional step of slightly aging period was selected based on preliminary analytical measurements and toxicity tests that showed toxicity associated with speciation changes generally had stabilized by 3 h (Gensemer et al. 2018). Samples were collected for Al analysis from newly prepared waters (after the 3-h aging) at test initiation, during the tests, and from a composite of replicates at test termination. Samples were analyzed for total and dissolved Al using a Spectro Arcos inductively coupled plasma–optical emission spectrometer. Samples were analyzed according to USEPA method 200.7 (US Environmental Protection Agency 1994).

Concentration–response modeling was conducted using the USEPA’s Toxicity Relationship Analysis Program (TRAP, Ver 1.30a). Total Al concentrations from “new” renewal waters were used in the modeling due to difficulty in consistently collecting a homogenized sample from the test chamber at the end of each 24-h exposure period. Completely homogenizing the sample within the test chamber (which contained both dissolved and precipitated Al) to collect an “old” sample would have negatively affected the organisms. Because the measurement concentrations were for total Al, there was no indication that samples from within the test chamber would have been significantly different from the renewal waters. Both 10 and 20% effect concentrations (EC10s and EC20s) were obtained from TRAP.

Additional details of the laboratory toxicity testing are provided in Supplemental Data 1 for C. dubia and Supplemental Data 2 and 3 for P. promelas.

Individual species models

The chronic Al toxicity dataset used to develop the C. dubia MLR models described in DeForest et al. (2018) comprised 23 tests with DOC concentrations ranging from 0.1 to 4 mg/L, pH ranging from 6.3 to 8.1, and hardness concentrations ranging from 9.8 to 123 mg/L as CaCO3 (Supplemental Data 4, Table S1). The 9 new chronic toxicity tests expanded the DOC range to 12.3 mg/L, the pH range to 8.7, and the hardness range to 428 mg/L (Supplemental Data 4, Table S1). Two of the additional tests were also conducted at a circumneutral pH of 7.2, because most of the previous testing had been conducted at either pH approximately 6.3 or approximately 8 (Supplemental Data 4, Table S1). Two chronic C. dubia tests from McCauley et al. (1986) were excluded from the current MLR models due to unacceptable control performance. The final sample size for the C. dubia model was therefore 30.

The chronic Al toxicity dataset used to develop the P. promelas MLR models described in DeForest et al. (2018) was comprised of 22 tests with DOC concentrations ranging from 0.08 to 5 mg/L, pH ranging from 6.0 to 8.0, and hardness concentrations ranging from 10 to 127 mg/L (Supplemental Data 4, Table S2). The 9 additional chronic Al toxicity tests expanded the DOC range up to 11.6 mg/L, the pH range up to 8.1, and the hardness range up to 422 mg/L, and 2 additional tests were conducted at a circumneutral pH of 7.0 (Supplemental Data 4, Table S2).

This updated dataset was used to develop new MLR models following the methods described in DeForest et al. (2018) and Brix et al. (2020), which employed the Akaike Information
Criterion (AIC) and the Bayesian Information Criterion (BIC) to determine which combination of terms resulted in the most parsimonious models for predicting Al EC10s or EC20s (Burnham and Anderson 2004).

In DeForest et al. (2018), Al MLR models were developed following 2 approaches. In the first approach, ln(DOC), pH, and ln(Hard) were added to the model as independent variables. In the second approach, these same 3 parameters were added, as well as the following 4 terms: pH²; ln(DOC) × pH; ln(DOC) × ln(Hard); and ln(Hard) × pH. Ultimately, MLR models that considered the pH² term and the 3 interaction terms were recommended because those terms are consistent with our current understanding of Al speciation and bioavailability. A negative pH² term would help account for decreasing Al bioavailability as pH increases from 6 to 7 and then increasing Al bioavailability as pH increases from pH 7 to pH 8. A negative ln(DOC) × pH term would characterize the mitigating effect of DOC on Al bioavailability, which tends to decrease as pH increases; a negative ln(DOC) × ln(Hard) term would reflect that the mitigating effect of DOC on Al bioavailability tends to decrease as hardness increases; and a negative ln(Hard) × pH term would reflect that the mitigating effect of hardness on Al bioavailability tends to decrease as pH increases.

The resulting models in DeForest et al. (2018) that considered these additional terms provided improved Al toxicity predictions. (Note that the terms were considered in the initial models, but the final models did not include all terms.) The updated MLR models we evaluated likewise considered the pH² term and the 3 interaction terms.

Pooled models

Pooled MLR models based on the combined C. dubia and P. promelas datasets were developed using the approach described for copper in Brix et al. (2017, 2020). In addition, the possibility of developing a pooled model using Al toxicity data for C. dubia, P. promelas, and the alga R. subcapitata was evaluated. The R. subcapitata dataset was previously described in Gensemer et al. (2018). In the pooled models, the combined data for 2 or more species were used to develop common slopes for parameters found to have an important influence on Al bioavailability and toxicity, with species-specific intercepts derived to account for differences in species’ sensitivities. Pooled models were developed by specifying species-specific intercepts (a “species” term), plus a term for each of the independent variables and their interactions (ln(DOC), ln(Hard), pH, pH², ln(DOC) × pH, ln(DOC) × ln(Hard), and ln(Hard) × pH). The same procedures used to develop the individual species models, as described in DeForest et al. (2018), were then applied to the full model to select which intercepts and slopes to retain using AIC and BIC.

Predicted R²

In addition to the model evaluation methods applied in DeForest et al. (2018), predicted R² values were calculated for both the previous MLR models and the updated MLR models described in the present study. The predicted R² is a form of leave-one-out cross-validation that summarizes a model’s ability to predict new data (Allen 1971; Neter et al. 1990). Predicted R² is calculated by substituting the prediction sums of squares (PRESS) for the regression sum of squares (SS) in the formula for R² (SS regression/SS total). The PRESS is calculated as the sum of all the “deleted residuals” (di) rather than the “standard” residuals (ei), where each di is calculated as the difference between the observed yi and the yi predicted for that observation based on a model including all other data except that observation. In most statistical packages, each ei is calculated by weighting each e around the original regression by the record’s leverage (hi) from the “hat” matrix of the original model; Neter et al. 1990). The predicted R² will always be at least slightly lower than the adjusted R². A substantially lower predicted R² is an indication that the model may be overfit and/or is excessively reliant on individual data points.

Predicted and observed EC10/20 plots

It has been standard practice to compare predicted toxicity values from MLR models and biotic ligand models (BLMs) using 1:1 plots as predicted versus observed toxicity (predicted toxicity values on the y-axis and observed toxicity values on the x-axis). The predicted versus observed EC10/20 plots for Al in DeForest et al. (2018) were likewise plotted that way. In the present evaluation, we instead plot observed EC10/20s versus predicted EC10/20s because, as described in Piñeiro et al. (2008), the expected value of the slope of the observed versus predicted values regression = 1, whereas the slope of the predicted versus observed values regression = R² predicted vs. observed (generally < 1). Although either form of the plots (predicted vs observed or observed vs predicted) provides a visual means for understanding how closely the predicted values match the observed values, moving the predicted values to the x-axis allows the expectation of the slope to be 1 and also provides the benefit of allowing the plot to be interpreted as showing how well predicted values explain the variance in the observed values. The form of the plot does not influence the adjusted and predicted R² values of the model from which the predicted values are derived.

Species and genus sensitivity distributions and 5% hazardous concentrations

Species and genus mean sensitivity distributions (SSDs and GSDs, respectively) for chronic Al toxicity were provided in DeForest et al. (2018), and were used to develop MLR-adjusted hazardous concentrations for 5% of the species (HC5s) that varied as a function of DOC, pH, and hardness. Chronic Al HC5s were developed following European Union and USEPA approaches (US Environmental Protection Agency 1985; European Chemicals Agency 2008). Key differences between these 2 approaches include: 1) use of EC10s in the European Union versus EC20s in the United States; 2) use of species-mean EC10s in the European Union versus genus-mean EC20s in the United States; 3) inclusion of algae and
plant data in the European Union SSD versus exclusion of algae and plant data in the US GSD; and 4) use of different statistical models for calculating the HC5. Although the United States does not include algae and plant data in determining the HC5, the sensitivity of algae and plant species relative to the HC5 is evaluated to ensure it is protective. The chronic Al SSD and GSD values were updated to include the new toxicity data for C. dubia and P. promelas, and calculations of HC5s were updated using the new MLR models.

RESULTS AND DISCUSSION

Ceriodaphnia dubia

The updated chronic Al MLR models for C. dubia had substantially higher adjusted $R^2$ values than the previous models. Based on the BIC-selected models, the adjusted $R^2$ increased from 0.685 to 0.925 for the EC10 model and from 0.710 to 0.925 for the EC20 model (Table 1). The adjusted $R^2$ for the AIC-selected models similarly increased from 0.719 to 0.929 for the EC10 model and from 0.726 to 0.928 for the EC20 model (Table 1). The predicted $R^2$ for the BIC-selected models decreased only slightly relative to the adjusted $R^2$—from 0.925 to 0.902 for the EC10 model and from 0.925 to 0.903 for the EC20 model, with similarly slight reductions observed for the AIC-selected models (Table 1). In the previous models, the predicted $R^2$ was 0.628 and 0.607 for the BIC-selected EC10 and EC20 models, respectively, and 0.572 and 0.607 for the AIC-selected EC10 and EC20 models, respectively (Table 1).

Overall, the AIC- and BIC-selected models performed similarly based on adjusted and predicted $R^2$. For the sample size of the C. dubia dataset ($n = 30$) in the present evaluation, BIC had a larger sample size penalty than AIC, which means the BIC-selected model will likely retain fewer parameters than the AIC-selected model. For the C. dubia EC10 and EC20 models, AIC and BIC both retained the following 4 terms: ln(DOC), pH, ln(Hard), and ln(Hard) × pH. The AIC-selected EC10 model also retained the pH² term, and the AIC-selected EC20 model also retained both the pH² and ln(DOC) × ln(Hard) terms (Table 1). Inclusion of the ln(DOC) × ln(Hard) term in the AIC-selected EC20 model but not the EC10 model raises a question about the importance of this term, because we would expect consistency between the EC10 and EC20 models—this is an indication that the AIC-selected EC20 model may be overparameterized.

In addition to the ln(DOC) × ln(Hard) term, another inconsistency in terms in the AIC- and BIC-selected models was the pH² term. This term was retained in the AIC-selected EC10 model but not the BIC-selected EC10 model, whereas it was retained in both the AIC- and BIC-selected EC20 models (Table 1). This inconsistency suggested that the pH² term may be an unnecessary parameter in the models where it was retained. To evaluate the pH² term further, we calculated variance inflation factors (VIFs) to measure the degree to which the variance of a covariate in a multivariate linear model is inflated by its correlation with other variables in the model. When both pH and pH² were included in the model, the VIFs for ln(DOC), ln(Hard), pH, and pH² were 1.27, 1.32, 813, and 816, respectively. A VIF of 10 indicates severe multicollinearity and almost complete correlation between a variable and a linear combination of other independent variables in the model (Zuur et al. 2010), so the VIFs >800 for the pH and pH² terms are, not surprisingly, strongly indicative of a complete correlation of these parameters. When the pH² term was excluded from the model, the pH VIF decreased to 1.13.

When the pH² term was excluded from the C. dubia models, the adjusted and predicted $R^2$ only declined negligibly (Table 1). However, with exclusion of the pH² term, the ln(DOC) × ln(Hard) term was retained in both the AIC- and BIC-selected EC20 models but not the EC10 models. Due to this inconsistency, we evaluated one additional model iteration by excluding both the ln(DOC) × ln(Hard) term and pH² term. With exclusion of these 2 terms, the following 4 terms were retained in the AIC- and BIC-selected EC10 and EC20 models: ln(DOC), pH, ln(Hard), and ln(Hard) × pH (Table 1). The adjusted and predicted $R^2$ values for the AIC- and BIC-selected EC10 models were 0.925 and 0.902, respectively, and 0.913 and 0.886 for the AIC- and BIC-selected EC20 models (Table 1). Given the high $R^2$ and to avoid overparameterization of the model, we recommend C. dubia EC10 and EC20 models based on ln(DOC), pH, ln(Hard), and ln(Hard) × pH. In addition to the high $R^2$, 97% of predicted EC10s and EC20s (29 of 30) were within a factor of 2 of observed EC10/20s (Supplemental Data 4, Figure S1A and Figure 1A, respectively). Residuals were not homogeneously distributed over the full range of predicted Al bioavailability conditions; raw residuals tended to be positive at low EC10/20s, negative at intermediate EC10/20s, and then positive at higher EC10/20s (Supplemental Data 4, Figure S2A and B). This pattern was not apparent when residuals were plotted against single TMFs (Supplemental Data 4, Figures S3A and B, S4A and B, and S5A and B).

When modeled EC20 predictions were plotted against empirical EC20s from a series of tests in which DOC, pH, or hardness were individually varied, EC20 predictions from the updated MLR model showed similar patterns compared with the previous MLR model from DeForest et al. (2018), but with a slightly stronger influence of DOC and hardness (i.e., steeper slopes; Figure 2). In addition, with removal of the pH² term in the present model, the relationship between pH and EC20s was now linear and appeared to adequately predict the data (Figure 2B).

The updated Al MLR EC10 and EC20 models for C. dubia are provided in Equations 1 and 2, respectively.

$$\ln(\text{EC10}) = -11.824 + 0.700 \times \ln(\text{DOC}) + 2.368 \times \text{pH}$$
$$+ 3.030 \times \ln(\text{Hard}) - 0.375 \times \ln(\text{Hard}) \times \text{pH}$$

(1)

$$\ln(\text{EC20}) = -9.272 + 0.619 \times \ln(\text{DOC}) + 2.021 \times \text{pH}$$
$$+ 2.581 \times \ln(\text{Hard}) - 0.307 \times \ln(\text{Hard}) \times \text{pH}$$

(2)

where $\ln(\text{EC10})$ and $\ln(\text{EC20})$ are total Al concentrations in units of $\mu g/L$, DOC is in mg/L, and Hard is in mg/L as CaCO₃.
TABLE 1: Comparison of previous and updated chronic aluminum multiple linear regression model statistics for *Ceriodaphnia dubia* and *Pimephales promelas*

<table>
<thead>
<tr>
<th>Endpoint statistic</th>
<th>Dataset</th>
<th>No.</th>
<th>Terms excluded from model</th>
<th>Model</th>
<th>Adj. $R^2$</th>
<th>Pred. $R^2$</th>
<th>ln(DOC)</th>
<th>pH</th>
<th>ln(Hard)</th>
<th>$p^2$</th>
<th>ln(DOC) × pH</th>
<th>ln(DOC) × ln(Hard)</th>
<th>ln(Hard) × pH</th>
<th>Intercept</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ceriodaphnia dubia</td>
<td>EC10</td>
<td>Previous</td>
<td>23</td>
<td>ln(DOC) × pH&lt;sup&gt;a&lt;/sup&gt;</td>
<td>AIC</td>
<td>0.719</td>
<td>0.572</td>
<td>1.208</td>
<td>13.338</td>
<td>3.639</td>
<td>-0.737</td>
<td>ex</td>
<td>-0.155</td>
<td>-0.490</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>BIC</td>
<td>0.685</td>
<td>0.628</td>
<td>0.571</td>
<td>2.282</td>
<td>2.900</td>
<td>—</td>
<td>ex</td>
<td>—</td>
<td>—</td>
<td>-0.365</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Updated</td>
<td>30</td>
<td>None</td>
<td>AIC</td>
<td>0.929</td>
<td>0.910</td>
<td>0.697</td>
<td>6.089</td>
<td>2.768</td>
<td>-0.269</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>BIC</td>
<td>0.925</td>
<td>0.902</td>
<td>0.700</td>
<td>2.368</td>
<td>3.030</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>-0.375</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>ln(DOC) × pH</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>ln(DOC) × ln(Hard)</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>ln(Hard) × pH</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>EC20</td>
<td>Previous</td>
<td>23</td>
<td>ln(DOC) × pH&lt;sup&gt;a&lt;/sup&gt;</td>
<td>AIC</td>
<td>0.726</td>
<td>0.607</td>
<td>0.525</td>
<td>11.282</td>
<td>2.201</td>
<td>-0.663</td>
<td>ex</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>BIC</td>
<td>0.710</td>
<td>0.571</td>
<td>0.502</td>
<td>10.709</td>
<td>0.378</td>
<td>-0.695</td>
<td>ex</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Updated</td>
<td>30</td>
<td>None</td>
<td>AIC</td>
<td>0.928</td>
<td>0.901</td>
<td>0.294</td>
<td>6.020</td>
<td>1.924</td>
<td>-0.309</td>
<td>—</td>
<td>0.077</td>
<td>0.370</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>BIC</td>
<td>0.925</td>
<td>0.903</td>
<td>0.615</td>
<td>7.155</td>
<td>2.219</td>
<td>-0.371</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>ln(DOC) × ln(Hard)</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Pimephales promelas</td>
<td>EC10</td>
<td>Previous</td>
<td>22</td>
<td>ln(DOC) × pH&lt;sup&gt;a&lt;/sup&gt;</td>
<td>AIC</td>
<td>0.850</td>
<td>0.714</td>
<td>0.545</td>
<td>2.794</td>
<td>3.201</td>
<td>—</td>
<td>ex</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>BIC</td>
<td>0.898</td>
<td>0.837</td>
<td>1.828</td>
<td>1.932</td>
<td>1.914</td>
<td>—</td>
<td>-0.193</td>
<td>—</td>
<td>—</td>
<td>-0.248</td>
</tr>
<tr>
<td></td>
<td>EC20</td>
<td>Previous</td>
<td>22</td>
<td>ln(DOC) × pH&lt;sup&gt;a&lt;/sup&gt;</td>
<td>AIC</td>
<td>0.874</td>
<td>0.724</td>
<td>0.503</td>
<td>3.131</td>
<td>3.443</td>
<td>—</td>
<td>ex</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>BIC</td>
<td>0.923</td>
<td>0.873</td>
<td>2.209</td>
<td>2.041</td>
<td>1.862</td>
<td>—</td>
<td>-0.261</td>
<td>—</td>
<td>—</td>
<td>-0.232</td>
</tr>
</tbody>
</table>

<sup>a</sup>See pp 85–86 in DeForest et al. (2018) for basis for excluding ln(DOC) × pH term in previous modeling. DOC = dissolved organic carbon; EC10 = 10% effect concentration; EC20 = 20% effect concentration; ex = excluded; Hard = hardness; No. = sample size; — = slope not provided for AIC/BIC-selected model because it did not improve the model fit; AIC = Akaike Information Criterion; BIC = Bayesian Information Criterion.
The updated chronic Al MLR models for *P. promelas* also had slightly higher adjusted $R^2$ values than the previous models, increasing from 0.850 to 0.898 for the EC10 model and from 0.874 to 0.923 for the EC20 model (Table 1). As for *C. dubia*, the predicted $R^2$ decreased only slightly relative to the adjusted $R^2$—from 0.898 to 0.837 for the EC10 model and from 0.923 to 0.873 for the EC20 model (Table 1). Ninety-four percent of predicted EC10s (29 of 31; Supplemental Data 4, Figure S1B) and 97% of predicted EC20s (30 of 31; Figure 1B) were within a factor of 2 of observed EC10/20 values.

No clear patterns in the residuals were observed over a wide range of predicted Al bioavailability conditions as expressed by the magnitudes of the EC10s and EC20s (Supplemental Data 4, Figure S6A and B) or relative to single independent variables (Supplemental Data 4, Figures S7A and B, S8A and B, and S9A and B).

As for *C. dubia*, Al EC20 predictions from the updated MLR model had similar patterns as the previous MLR model when plotted along with empirical EC20s from a series of tests in which DOC, pH, or hardness were individually varied. There was a stronger influence of DOC (28% steeper slope), a weaker influence of pH (8–12% shallower slopes), and a similar influence of hardness (2% shallower slope; Figure 3).

The terms retained in both the EC10 and EC20 MLR models were ln(DOC), pH, ln(Hard), ln(DOC) x pH, and ln(Hard) x pH (Table 1). DeForest et al. (2018) had ultimately excluded the ln(DOC) x pH term because data for tests with DOC concentrations >0.5 mg/L and pH 8 were limited to a single test for *P. promelas*. Using the updated *P. promelas* dataset that contains a broader range of DOC and pH conditions, the ln(DOC) x pH term was retained by AIC and BIC in the EC10 and EC20 models for *P. promelas*. However, the pH2 term, which was retained in the previous *P. promelas* models, was not retained in the updated models (Table 1).

Thus, the *P. promelas* models differ from the recommended *C. dubia* models in that the former retains the ln(DOC) x pH term. It is difficult to speculate on the basis for these differences. However, the additional retained terms do not have a substantial influence on overall model performance. For example, when the ln(DOC) x pH term is not included in the *P. promelas* EC20 model, the adjusted $R^2$ decreases from 0.923 to 0.903. The negligible influence of these terms is further reflected in the pooled *P. promelas* and *C. dubia* models (see Pooled models section following), where neither the ln(DOC) x pH nor the pH2 terms are retained in the recommended pooled EC10 and EC20 models.

The updated Al MLR EC10 and EC20 models for *P. promelas* are as follows:

$$\begin{align*}
\ln(\text{EC10}) &= -6.700 + 1.828 \times \ln(\text{DOC}) + 1.932 \times \text{pH} \\
&+ 1.914 \times \ln(\text{Hard}) - 0.193 \times \ln(\text{DOC}) \\
&\times \text{pH} - 0.248 \times \ln(\text{Hard}) \times \text{pH} \quad (3)
\end{align*}$$

$$\begin{align*}
\ln(\text{EC20}) &= -7.371 + 2.209 \times \ln(\text{DOC}) + 2.041 \times \text{pH} \\
&+ 1.862 \times \ln(\text{Hard}) - 0.261 \times \ln(\text{DOC}) \\
&\times \text{pH} - 0.232 \times \ln(\text{Hard}) \times \text{pH} \quad (4)
\end{align*}$$

where $\ln(\text{EC10})$ and $\ln(\text{EC20})$ are total Al concentrations in units of $\mu$g/L, DOC is in mg/L, and Hard is in mg/L as CaCO$_3$.

### Pooled models

The pooled *C. dubia* and *P. promelas* MLR EC10 and EC20 models performed comparably to the species-specific *C. dubia* and *P. promelas* MLR models. Both AIC and BIC selected the same EC10 models, but different EC20 models. (Both models retained the ln(DOC), pH, ln(Hard), and ln(Hard) x pH terms, and AIC also retained the pH2 and ln(DOC) x pH terms.) The adjusted $R^2$ for *C. dubia* and *P. promelas* using the pooled EC10 model were 0.916 and 0.875, respectively (Table 2). Based on the BIC-selected model, the adjusted $R^2$ values were...
0.895 for *C. dubia* and 0.881 for *P. promelas* (Table 2). The adjusted R² values from the AIC-selected model were comparable (Table 2). Because the BIC-selected EC20 model had fewer parameters than the AIC-selected model, but an almost identical adjusted R², the BIC-selected model is recommended as the pooled EC20 model. In addition, this EC20 model has the same parameters as the EC10 model (i.e., ln[DOC], pH, ln[Hard], and ln[Hard] × pH).

The pooled Al MLR models provided a similar level of accuracy in EC10 and EC20 predictions for *C. dubia* and *P. promelas* as the species-specific MLR models. For *C. dubia*, the percentage of predicted EC10s and EC20s within a factor of 2 of observed based on the pooled model was unchanged relative to the *C. dubia*-specific model for EC10s (97%) and was improved for EC20s (increase from 97 to 100%; Figure 4A; EC20 model). For *P. promelas*, the percentage of predicted EC10s and EC20s within a factor of 2 of observed decreased from 94 to 87% for EC10s and decreased from 97 to 94% for EC20s (Figure 4B; EC20 model). No clear patterns were discerned in the residuals over a wide range of predicted Al bioavailability conditions as expressed by the magnitudes of the EC10s and EC20s (Supplemental Data 4, Figures S2C and D and S6C and D). Regarding patterns of residuals relative to single independent variables, there were weak patterns for *C. dubia*, with EC10s and EC20s tending to be underpredicted at high DOC and high hardness, but no clear patterns with relation to pH (Supplemental Data 4, Figures S3C and D, S4C and D, and S5C and D). For *P. promelas*, there was similarly a weak pattern of EC10s and EC20s tending to be underpredicted at low DOC and low hardness (Supplemental Data 4, Figures S7C and D, S8C and D, and S9C and D).

The pooled Al MLR models, with *C. dubia*- and *P. promelas*-specific intercepts, are as follows:

![Figure 2: Observed and multiple linear regression (MLR)-predicted (regression lines) total aluminum (Al) effect concentrations, 20% (EC20s; ±95% confidence limits) for Ceriodaphnia dubia reproduction where one water chemistry parameter was varied. Dashed lines = previous MLR model (DeForest et al. 2018); solid lines = updated MLR model (present study). DOC = dissolved organic carbon.](image-url)
\[ \text{C. dubia} \]
\[
\ln(\text{EC10}) = -8.474 + 0.660 \times \ln(\text{DOC}) + 1.969 \times \text{pH} + 2.216 \times \ln(\text{Hard}) - 0.278 \times \ln(\text{Hard}) \times \text{pH}
\]
\[ \text{(5)} \]
\[
\ln(\text{EC20}) = -8.479 + 0.604 \times \ln(\text{DOC}) + 1.983 \times \text{pH} + 2.163 \times \ln(\text{Hard}) - 0.265 \times \ln(\text{Hard}) \times \text{pH}
\]
\[ \text{(6)} \]
\[ \text{P. promelas} \]
\[
\ln(\text{EC10}) = -7.424 + 0.660 \times \ln(\text{DOC}) + 1.969 \times \text{pH} + 2.216 \times \ln(\text{Hard}) - 0.278 \times \ln(\text{Hard}) \times \text{pH}
\]
\[ \text{(7)} \]
\[
\ln(\text{EC20}) = -7.395 + 0.604 \times \ln(\text{DOC}) + 1.983 \times \text{pH} + 2.163 \times \ln(\text{Hard}) - 0.265 \times \ln(\text{Hard}) \times \text{pH}
\]
\[ \text{(8)} \]

Pooled MLR models that included the alga \textit{R. subcapitata} did not perform as well as the pooled models based on \textit{C. dubia} and \textit{P. promelas}. Although application of the BIC-selected pooled model for EC10s resulted in adjusted \(R^2\) values of 0.895 and 0.833 for \textit{C. dubia} and \textit{P. promelas}, respectively, the adjusted \(R^2\) was just 0.354 for \textit{R. subcapitata}. The same patterns were observed for the EC20 model, which resulted in adjusted \(R^2\) values of 0.887, 0.846, and 0.336 for \textit{C. dubia}, \textit{P. promelas}, and \textit{R. subcapitata}, respectively. For comparison, the adjusted \(R^2\) values for the \textit{R. subcapitata}-specific EC10 and EC20 models were 0.940 and 0.956, respectively (DeForest et al. 2018). Accordingly, it is recommended that the pooled model be limited to \textit{C. dubia} and \textit{P. promelas}.

**SSDs and GSDs and HC5s**

The pooled \textit{C. dubia} and \textit{P. promelas} MLR models were used to adjust the sensitivities of invertebrates and fish (EC10s and EC20s) to a range of DOC, pH, and hardness conditions; the \textit{R. subcapitata} MLR model presented in DeForest et al. (2018) was used to adjust the sensitivities of algae and plants. Based on chronic toxicity data compiled for the present evaluation and following the USEPA approach for criteria development, an example of the GSD for invertebrates and fish based on EC20s adjusted to a DOC concentration of 2 mg/L, pH of 7, and hardness of 75 mg/L resulted in a total Al HC5 of 409 µg/L (Figure 5A). Following the European Union approach, an example of the species sensitivity distribution for algae/plants, invertebrates, and fish based on EC10s adjusted to the same DOC, pH, and hardness conditions resulted in a total Al HC5 of 243 µg/L (Figure 5B). The most sensitive genus was \textit{Salvelinus} in Figure 5A, and the most sensitive species in Figure 5B is \textit{S. fontinalis} (brook trout), based on an early life stage toxicity test (Cleveland et al. 1989). Accordingly, the differences in HC5s between the USEPA and European Union approaches, at least for these DOC, pH, and hardness conditions, were primarily related to differences in EC20s versus EC10s.
Over a broad range of DOC, pH, and hardness conditions, the resulting HC5s can vary over 2 orders of magnitude. For example, based on a DOC range of 1 to 12 mg/L, a pH range of 6.0 to 8.5, and a hardness range of 10 to 400 mg/L, total Al HC5s based on the USEPA criteria approach for criteria development ranged from 37 to 4600 µg/L (Figure 6). A spreadsheet for calculating MLR-normalized HC5s for DOC, pH, and hardness conditions of interest, based on both the European Union and USEPA approaches, is provided in Supplemental Data 5.

Comparison of HC5s with the USEPA’s chronic aluminum criteria

The USEPA used the MLR models described in DeForest et al. (2018) to develop draft MLR-based Al criteria (US Environmental Protection Agency 2017). The additional Al toxicity data, the updated species-specific C. dubia and P. promelas...
models, and the pooled C. dubia and P. promelas models were then evaluated by the USEPA in developing the final MLR-based AI criteria (US Environmental Protection Agency 2018). The C. dubia dataset in those evaluations included the 2 toxicity tests from McCauley et al. (1986), which were subsequently excluded in our analysis due to poor control performance (see Materials and Methods). In developing its final AI criteria, the USEPA decided to use the individual C. dubia and P. promelas models (including the McCauley et al. [1986] data) rather than the pooled C. dubia and P. promelas models. This decision was based on patterns in the residuals of the pooled model that were not observed in the individual species models. For example, the USEPA commented that EC20 predictions for C. dubia using the pooled model decreased with increasing pH and increased with increasing DOC and hardness, whereas no residual patterns were observed for EC20 predictions from the C. dubia species-specific model. Exclusion of the 2 tests from McCauley et al. (1986) in the present study does not change the overall patterns of residuals in the species-specific C. dubia model versus the pooled model (Supplemental Data, Figures S3–S5).

Species-specific models will obviously perform better for the species on which they are based compared with a pooled model. However, there are advantages to using a pooled model for criteria development over species-specific models that may outweigh the reduced performance of pooled models in predicting toxicity for a given species (Brix et al. 2020). Specifically, use of a pooled model ensures that all taxa in the GSD will respond to TMFs in the same way. Alternatively, if species-specific models are used to modify the GSD on a taxaspecific basis (e.g., separate models for invertebrates and fish in the USEPA criteria for Al), then relatively small differences in the way these models respond to TMFs can change the relative ranking of taxa in the GSD and have unexpected consequences on the 5th percentile of the GSD. Whether these apparent differences reflect fundamental differences in the way taxa respond to TMFs or are simply an artifact of variability in organism response and/or differences in data availability between species can be difficult to discern.

The scenario just described is occurring for some water chemistry conditions using the species-specific model approach adopted by the USEPA (US Environmental Protection Agency 2018) for the revised AI criteria (Figure 6). Note that in these plots (Figure 6), the GSD used for the pooled model differs slightly from the GSD in the USEPA approach (US Environmental Protection Agency 2018), so comparisons should focus on comparing the response with changing TMFs rather than the absolute values of estimated HC5s. Two important observations arise from the plots in Figure 6. First, the only fundamental difference in response between the USEPA models and the pooled model in the present analysis is the effect of pH on DOC. In the USEPA models, the effect of DOC on AI toxicity declines with increasing pH such that at pH 8 there is effectively no DOC effect (Figure 6A–C). This pattern is not observed in the pooled model derived in the present study, where the DOC effect is independent of pH. These differences are caused by the inclusion of a negative pH2 term in the C. dubia model and a negative DOC×pH tern in the P. promelas model, whereas both terms were excluded from the pooled model. Available pH-dependent DOC data for P. promelas suggest that the pooled model is more appropriate (Figure 3B), whereas the available data for C. dubia are unclear (Figure 2B).

The other important observation is that when deriving chronic USEPA criteria or HC5s using the C. dubia and P. promelas species-specific models, several counterintuitive
patterns can be observed as a function of the TMFs. For example, at a hardness of 125 mg/L, chronic USEPA criteria for high DOC waters (12 mg/L) are relatively constant with increasing pH, whereas in moderate DOC waters (5 mg/L), the chronic USEPA criteria increase continuously over a pH range of 6.0 to 8.5 (Figure 6E). The net result of these differential responses is that at pH 8.5, the chronic USEPA criterion for a water with 5 mg/L DOC is higher than for a water with 12 mg/L DOC. A similar juxtaposition is observed in high DOC and pH waters as a function of hardness (Figure 6I). There are no toxicity data that support either of these patterns.

The patterns just described appear to be the result of small differences in the way the species-specific models for C. dubia and P. promelas respond to the TMFs. These differences cause changes in the ranking of taxa in the GSD as a function of the TMFs. In the case of the USEPA criteria, in which the 5th percentile of the GSD is based on the distribution of the 4 most sensitive taxa, reranking of the 4 most sensitive taxa can have a
large influence on the slope of the distribution, which in turn can cause the criteria to change in a direction inconsistent with the toxicity data under some conditions.

For example, under the water chemistry scenarios just described (pH of 8.5 and hardness of 125 mg/L), Salmo, Salvelinus, and Daphnia are the 3 most sensitive taxa at a DOC of both 5 and 12 mg/L (Figure 7). Predicted EC20s for the fish taxa Salmo and Salvelinus change negligibly between a DOC of 5 and 12 mg/L, whereas the predicted Daphnia (an invertebrate) EC20 increases by 1.7-fold. The fourth most sensitive genus is Lampsis (a bivalve) at a DOC of 5 mg/L, but it is replaced with Danio (fish) at a DOC of 12 mg/L. This rearrangement in relative ranking decreases the distribution slope at the higher DOC, which results in extrapolation to a lower 5th percentile (Figure 7A). This issue can be more pronounced for chemicals with smaller toxicity datasets, such as Al, where the 5th percentile is extrapolated beyond the sensitivity of the most sensitive taxa.

The USEPA approach for calculating the 5th percentile based on the sensitivity of the 4 most sensitive taxa can also contribute to this issue, because the 5th percentile is driven by relative changes to just 4 taxa. If a model is fit to the entire GSD (a log-normal model in this example), the 5th percentiles at DOC concentrations of 5 and 12 mg/L are 1300 and 1600 mg/L, respectively, which are more consistent with the expected pattern based on the toxicity data (Figure 7B). Overall, the use of multiple models (e.g., separate models for invertebrates and fish) can sometimes result in unexpected criteria or HC5 patterns, and these effects can be compounded by issues such as the amount of toxicity data available and the method for estimating the 5th percentile.

The scenario just described provides a good example of why, if available data are supportive, a pooled model is preferred over species-specific models. However, this does not mean that there are not scenarios similar to the one just described where species-specific models should be maintained. In particular, in regulatory settings where algae are included in the SSD, both MLR models (DeForest et al. 2018) and BLMs (De Schamphelaere et al. 2005) for algae typically differ substantially from invertebrate and fish models. In these cases, it is entirely possible that differential responses to TMFs across broad taxonomic groups could lead to patterns similar to those just discussed.

Lastly, we note that recently developed methods for comparing the performance of different models for predicting metals toxicity as a function of varying TMFs could also have been applied to the comparison of individual and pooled species models (Brix et al. 2020; Garman et al. 2020). The primary components of the model comparison metrics from those studies are based on adjusted and predicted $R^2$ values and slopes of the residuals for TMFs. In the present evaluation, it is expected that the individual species models would perform better than the pooled species models based on these metrics; in fact, part of the USEPA’s basis for selecting the individual species models for Al criteria development was related to patterns in residuals. However, the present study highlights additional factors that should be considered in selecting an appropriate model for criteria development. For Al it was observed that some unexpected patterns in criteria as a function of TMFs were observed when individual species models were used; such patterns appear to be an artifact of how invertebrate and fish species shift within the GSD with varying TMFs. Thus, factors in addition to those related to model performance should be considered when models for water quality criteria or guideline development are evaluated.

**SUMMARY AND CONCLUSIONS**

The updated chronic Al toxicity datasets for C. dubia and \textit{P. promelas} expand the range of DOC, pH, and hardness conditions from which MLR models can be developed and to which
the models may be applied. The updated dataset also results in higher adjusted and predicted $R^2$ values compared with the models described in DeForest et al. (2018). Furthermore, the updated dataset supports development of a pooled MLR model for C. dubia and P. promelas that has comparably high adjusted and predicted $R^2$ values compared with the species-specific MLR models. The pooled model also allows for consistent responses to TMFs across all invertebrate and fish taxa, eliminating unexpected patterns in estimated HC5s as a function of TMFs that do not appear to be statistically supported.
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